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Annotation 
The purpose of the research is to create an automated switch configuration management 

system using the NetBox platform. A Python program developed for data processing integrated into 
NetBox. System objects were be linked by Django relational relationships using REST API methods. An 
interaction model of system components was implemented using SSH Paramiko and Netmiko libraries. 
The integration points of NetBox platform REST API were supplemented with seven switch port 
configuration methods using Token authentication. Testing of the system showed that the port 
parameters data was successfully transferred in an average of 135 milliseconds. By research 
established that SSH protocol library Netmiko is better compatible with different switch models. 
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Introduction 
 
The manual administration of computer network infrastructure using properly structured and 

documented data ensures smooth service provision. Rapidly changing business conditions and 
constantly growing technological requirements encourage the search for more efficient solutions that 
help to quickly and accurately manage increasingly complex computer network systems. For the 
dynamic provision of today's services, it is possible to automate network equipment configuration 
changes (Nketsiah et al., 2022), apply specialized management tools (Dzemydienė et al., 2023), use 
network management and decision-making systems (Zhu, 2021). The need for change also arises 
because updating device configurations manually inevitably leads to unforeseen errors and a lot of time 
is lost. L. A. Haibeh et al. (2022) analyse 5G communication management automation solutions. W. 
Irtaza (2021) recommends using the open-source automation tool Ansible in his book, which is suitable 
for configuration management, plug-in installation, service organization, and infrastructure provision. M 
Priyadarsini and P. Bera (2021) recommend using a 3-layer software control model for computer 
network management. R. Lucifora (2024) analysed the possibilities of using the SuzieQ and NetBox 
platforms to manage network device configuration changes. 

It should be noted that the analysed scientific literature examines general solutions for 
documenting and managing network infrastructure. It was found that solutions for network resource 
groups remote securely managing using the NetBox middleware with a network administrator-friendly 
interface have not been analysed. 

The research goals are applying REST API and SSH libraries, create a system with the NetBox 
module for automated management of switch configurations. 

Objectives: 1) Analyse the principles of switch documentation; 2) To design a NetBox module 
for automated switch configuration updates using REST API and SSH methods and integrate it into the 
system; 3) To test system functionality. 

 
1. Infrastructure management model 
 
Based on the analysis of similar solutions, it is planned that the NetBox middleware with an 

integrated switch cluster management component will be used for solution management, which will 
scan, verify and synchronize the switch port configuration according to the documented port data 
(Gupta, 2024, Uramova et al. 2024, Mulyana, Fakih, 2022). After analysing the NetBox user interface 
and scientific articles, it can be stated that the information area of the platform's home page is 
characterized by a clear layout of information, it is easily adapted to individual needs. The management 
area is also presented in a structured way, each management component is assigned to the appropriate 
group, which makes it easier to find the necessary objects (Lucifora, 2024). 

The following functions have been realised in the system: documentation of port parameters on 
the NetBox platform; system administration using a dynamic command template library with the ability 
to view and them apply; DRF (Django REST framework) API integration points have been created 
through which requests can be executed using the REST framework. The system has an integrated 
error prevention mechanism that divides the sent command template into separate command lines and 
executes them one line at a time, thus preventing further command execution in case of an error. The 
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NetBox platform, on which the system is based, uses default values – the Python programming 
language, the framework Django , and PostgreSQL as the system database (Choi, 2024a, Šoška, 2021). 

The tools selected for system development form a suitable initial environment for the 
development of the NetBox module project. The Python programming language, the Django framework 
based on it, and the PostgreSQL database are the default tools of the NetBox platform. The Visual 
Studio Code code editing tool and the integrated Git versioning system are the main platforms used to 
create module files and track project versions (Lin et al., 2024, bin Uzayr, 2022). The Postman API tool 
(Kore et al., 2022) and the GNS3 virtual device simulation platform were selected for query testing, they 
will help analyze API query responses and their execution time during the system plugin testing process 
(Šoška, 2021). Testing queries with Postman, responses are returned with additional information: a 
code of status (indicates whether the query response is successful or it is error message), the size of 
response, and the time it took for the response to be returned. The alternative API tool BDDFramework 
was rejected because it only returns the query response and does not provide more detailed response 
information (Chrisna et al., 2024). The Windows operating system was chosen for testing. 

The SSH interface libraries Paramiko and Netmiko were selected for connecting to remote 
resources. Based on the functionality of the product being developed, these libraries are required to 
send command configuration sets to real physical network switches using the SSH protocol and are the 
most suitable choice considering the software's compatibility with other selected tools. 

 
2. A model of computer network devices documenting 
 
Research of the NetBox user interface showed that NetBox platform devices are divided into 

three main groups: devices - network infrastructure physical or virtual objects; device types - devices 
technical parameters; components of device - elements of devices. In order to add a device, it is 
necessary to create an organization in which the device is located, to specify its role and type. After 
properly documenting a device in the NetBox system, a component - a port can be added to it. The 
values of the elements of the newly created port can be assigned or selected from the drop-down menu. 
You can review and verify the entered data after documenting and filling components values. The 
framework of Django, NetBox REST API or customized methods of module can be used for 
programmatic management of data in the NetBox platform. 

 

 

Fig. 1. Diagram of data retrieval from NetBox devices 

 
The REST API method allows NetBox device data to be accessed through specially defined 

integration points. This method allows platform data to be accessed from other external systems, but 
the choice of integration points is limited. The data can be accessed directly from the NetBox database, 
because framework of Django uses an object-relational interface (Django, 2024). This solution is used 
only in the internal computer network and is more efficient in terms of performance, but external systems 
cannot access the data obtained using this method. Using object-relational queries directly to the 
NetBox database and the Python DRF library, device data is accessed through REST API method 
integration points, combining the functionality and external integration aspects of these methods. The 
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process of selecting a data retrieval method is illustrated in a UML (Unified Modeling Language) activity 
diagram (see Figure 1). 

In the diagram we can see those different methods of data retrieval depend on the situation. 
The third method, the custom modules method, was chosen for the project implementation. The 
integrated Python module is extended with custom DRF integration points to access data through 
external systems. Object relational relationships in the module are used to directly retrieve information 
about ports from the NetBox database. 

 
3. NetBox API project 
 
The designed API component will be the main interface between the module users and internal 

processes. It will ensure the processing of requests and routing to the appropriate system layers. The 
functionality of the NetBox module API component is implemented through the Django REST 
Framework (DRF), which provides the ability to manage HTTP requests and associate them with 
appropriate functions in Python programming code (Jordon, 2019). API integration points are designed 
using URL, class-based views, and specific request handling functions (Dhadil et al., 2024). It should 
be noted that when using the request “GET /api/plugins/switch-status-updater/{server_place}/” instead 
of the variable “server_place” used in the request, specifying the name of the server device documented 
in the NetBox system, a JSON-format response is returned, which provides extended information about 
the switch port components (MAC, description(s), etc.). Requests "POST", "PUT", "PATCH" or 
"DELETE" with a relative URL path "/api/plugins/switch-status-updater/{server_place}/" initiate the 
configuration process according to the associated template of adjustable commands in the NetBox 
administrative part. 

The server’s name "server_place" is used as a variable in HTTP requests and identifies the 
server device. The configuration to the switches is transferred via HTTP. REST API points of the NetBox 
system have been extended by using additional integrated module for thus reasons. Table 1 presents 
the relative URL paths of the designed module and their interfaces with components. 

 
Table 1. NetBox module API integration points interface with program code methods and NetBox 

command templates 

HTTP 
me
tho
d 

URL relative path Method of Python 
module 

Template name 

GET ,,/api/plugins/switch-status-
updater/{server_place}
/” 

In ,,retrieve”  class 
,,SwitchPortView

Set” 

Not applicable 

GET ,,/api/plugins/switch-status-
updater/{server_place}

/live” 

In „retrieve_live_config” 
class 

,,SwitchPortView
Set” 

,,{switch_model}_runni
ng_config” 

POST ,,/api/plugins/switch-status-
updater/{server_place}

/” 

In ,,setup_port” class 
,,SwitchPortView

Set” 

,,{switch_model}_confi
gure_port_post” 

PUT ,,/api/plugins/switch-status-
updater/{server_place}

/” 

In ,,setup_port” class 
,,SwitchPortView

Set” 

,,{switch_model}_confi
gure_port_put” 

PATCH ,,/api/plugins/switch-status-
updater/{server_place}

/” 

In ,,setup_port” class 
,,SwitchPortView

Set” 

,,{switch_model}_confi
gure_port_patch

” 

PATCH ,,/api/plugins/switch-status-
updater/{server_place}

/{template_name}/” 

In 
,,setup_port_with
_template” class 
,,SwitchPortView

Set” 

,,{template_name}” 

DELETE ,,/api/plugins/switch-status-
updater/{server_place}

/” 

In ,,setup_port“ class 
,,SwitchPortView

Set” 

,,{switch_model}_confi
gure_port_delet

e” 

 
The table 2 describes all REST API methods and their purpose. Command templates are 

associated with switch models, because the syntax of the sent command set differs for each model (e.g. 
Mikrotik or Dell). The user describes the commands in the templates according to the syntax of a specific 
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model. The command template is not used in a "GET" request, when only the name of the server device 
is specified in the URL relative path, in this case the information is obtained directly from the switch port 
components on the NetBox platform in JSON format. Command templates are prepared for all other 
requests, because the module will connect to physical switches via SSH and execute commands to 
apply configuration methods or return parameter data. 

 
Table 2. The purpose of REST API used methods in the module 

Method URL relative path Purpose of the method 

GET /api/plugins/switch-status-
updater/{server_place}/ 

Getting port information from NetBox 

GET /../../../{server_place}/live/ Obtaining port information directly from the device 

POST /../../../{server_place}/ Applying the configuration to a device 

PUT /../../../{server_place}/ Applying the configuration to a device 

PATCH /../../../{server_place}/ Applying the configuration to a device 

DELETE /../../../{server_place}/ Applying the configuration to a device 

PATCH /../../../{server_place}/{template_name}/ Applying a configuration to a device using a 
selected template 

 
The UML sequence diagram (see Figure 2) visualizes the main steps of a successful API 

request processing process. The diagram shows the sequence of actions of the API component for 
interaction with other components of the module. The process begins when the user sends an HTTP 
request with the corresponding URL address, using the “GET”, “PUT” and other methods. The API 
component receives the request and directs it to the corresponding function of the Python module via 
DRF. The method associates the request with a Jinja2 command template, based on which commands 
are generated ready for execution. The set of commands prepared for the switch is executed via the 
SSH protocol, using the Python Netmiko or Paramiko libraries (each template is pre-assigned with 
library selection values) (Choi, 2024b). After receiving the result from the switch, the response is 
processed and returned to the user in JSON format via the API component. 

 

 

Fig 2. UML sequence diagram of the process of successfully sending an API request 

This diagram shows the successful process flow when no error is encountered in the process. 
Message about the error return to the user in JSON format. API component implements 7 REST API 
integration points that ensure its functionality. 

To ensure the functionality of the component, a designed database, which will store command 
templates, switch models, and command execution logs. A Django framework is uses in NetBox platform 
for creating data models which uses classes in Python. Each model corresponds to a PostgreSQL 
database table, and the model fields (class attributes) define the columns of the table (see Figure 3). 
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Fig 3. UML class diagram of Django models required for the NetBox plugin 

Based on the established relationships between the command template and the switch model, 
it can be stated that one switch model can have zero or more associated command templates and each 
command execution log can be associated with only one command template. In Python programming 
code, the data model, in this case the command template, is described as a class. Based on these 
classes and using the Django ORM “makemigrations” and “migrate” commands, database tables can 
be automatically created. After properly describing the data models, database migrations can be 
performed and the corresponding tables are created in the PostgreSQL database. In Python 
programming files to write, read, update, and delete data it is logical to use Django ORM instead of 
SQL, it should be noted  (Monod, Rouzaud, 2024). 

 
4. System components interaction model 
 
The Jinja2 Python template library is used to generate configuration commands. It allows you 

to create dynamic texts and commands using special filters, conditional statements, and variables. 
Templates and provided context data are combined through the Jinja2 library and the output of the 
prepared command is generated. The system template component uses the “Command” attribute of the 
“CommandTemplate” database table. It provides commands in Jinja2 format with the corresponding 
context data obtained in the Python program through Django ORM queries to the database. The Jinja2 
template processing process is presented in the UML activity diagram of the processing process (see 
Figure 4). Here we see the template preparation process, which prepares commands for the 
configuration of switch devices. The explanations shown in the diagram indicate sample values of 
templates, data, and processed templates that can be applied to physical devices. 

 

 
Fig 4. UML activity diagram of Jinja2 template processing process 

 
The processed command sets are prepared for sending via the SSH protocol. The Paramiko 

and Netmiko Python libraries are used to implement the SSH protocol. Paramiko is a general SSH 
library, based on the functionality of which commands are executed on devices of various models, while 
Netmiko is a specialized and manufacturer-dependent library of specific device models, according to 
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which the syntax of the sent commands is determined (Osei-Wusu et al., 2025). In the Netmiko library, 
it is necessary to use the “DeviceTypeSelection” attribute (Figure 3) so that the syntax of the SSH 
command set coincides with the switch manufacturer model to which the commands are sent. 

Before starting the command execution, the login data from the NetBox database is first 
authenticated. To access data via SSH, each switch device in the NetBox system is given the values of 
the physical switch for its object attributes: IP address, username and password. This data is obtained 
using the Python Django ORM module. In case of a successful connection, the processed command 
set is checked for syntax errors in the prepared template, if errors are found, the error number is returned 
to the user, otherwise the command set is sent to the physical switch. 

The command set is split into separate lines in Python code and sent to the switch to check for 
errors. After that, a response from the switch is awaited and if the returned response matches the 
message defined in the module list (e.g., “Unrecognized command”), further command execution is 
stopped and an error is returned to the user. The cycle is executed until all lines of the template are 
checked or an error is detected. If the switch port has the described “description” value, further command 
execution is stopped and it is concluded that the port is already configured. 

 
5. Discussion of system prototype testing results 
 
When installing the NetBox server on the Windows operating system (hereinafter referred to as 

the OS), the caching server "Redis" was replaced with the Windows OS compatible "Memurai" 
(Businesswire, 2024). After preparing the NetBox server, the components DRF, Paramiko, Netmiko, 
Jinja2 were installed on the local computer using the Python package management tool "Pip" (Choi et 
al., 2024). After that, the Python directories and files required for the module were created according to 
the NetBox plugin development guide (NetBoxLabs, 2024). According to the database model, Python 
classes were described in the program files using specialized Django ORM management commands. 
After performing database migrations, the automatically created described models can be seen in the 
NetBox administrative part. After integrating Django models into the NetBox administration user 
interface, the process of implementing the API points required for the module being created was started. 
The defined HTTP methods and URL relative paths are programmatically described and linked in the 
view and address module files using the DRF “ViewSet” class (Christie et al., 2020). NetBox integration 
points can be viewed using the application programming interface documentation tool “Swagger” 
integrated in the NetBox platform (Ponelat, Rosenstock, 2022). The Swagger user interface allows you 
to work with 7 application programming interface points. To ensure security, HTTP methods are 
protected by special solutions: method access restrictions and usage authentication. The DRF 
authentication method “TokenAuthentification” is used to implement the restrictions, when users are 
required to specify an identification code in the request header before using each method. The 
identification code is assigned to each user in the NetBox platform in the “AUTH TOKEN” section of the 
administrative part. 

 
Table 3. Functionality testing scenarios 

Functional requirement Testing description 

Data retrieval from the 
NetBox platform 

Checks whether the switch port component data is properly read and 
returned to the user in JSON format using the API "GET" method; 

Executing command 
templates 

Checks whether configuration API methods are properly mapped to 
command templates; 

Checks whether configuration was successfully executed for the device; 
Checks execution time of command templates in cases of Paramiko or 

Netmiko library selection. 

API error handling Using configuration API methods and command templates checks whether 
an intentional syntax error is detected and returned to the user in 
JSON format. 

 
The purpose of system testing was to verify whether its functionality properly implements the 

intended scenarios. Table 3 presents the functional testing scenarios. 
In order to verify the functionality of the developed system, the testing process was implemented 

using the following test environment components: 

 A NetBox platform server running on a local computer, whose PostgreSQL database documents 
the initial test data; 

 Python libraries for executing the SSH protocol - Paramiko and Netmiko; 

 A physical (real) Dell PowerConnect 5548 model switch located in the company's network and 
accessible via a virtual private network; 

 A GNS3 environment, which simulates a Mikrotik model switch; 
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 The Postman testing tool, which is used to test the module's API points.  
After setting up the test environment components, we moved on to testing the first scenario – 

returning the read port component data to the user in JSON format. The testing process of the first 
scenario was performed using the Postman tool and sending a “GET” request to the 
“http://localhost:8000/api/plugins/switch-status-updater/VPC-testing-server20/” HTTP address. After 
sending the request, a response is returned to the user with the corresponding port parameter values 
in JSON format. Based on the provided response, it can be stated that the port parameter data was 
successfully read from the NetBox database and correctly returned to the user within 135 milliseconds. 
The remaining module requests were tested in an analogous manner. For all requests, except for "GET" 
and "PATCH", which specify a specific template name with different commands, the Jinja2 syntax 
command set was used for testing. 

Testing showed that the command templates were correctly associated with the required HTTP 
methods and successful responses were returned to the user using the Netmiko SSH protocol library. 
It was found that the execution time for each request is similar (about 25 seconds) and depends on the 
number of commands in the template. When using a template associated with the model "Dell 
PowerConnect 5548" and trying to assign the Paramiko SSH protocol execution library to it, the 
commands are not executed correctly, because this library is not authenticated due to the other 
authentication type "Pubkeys" used in the switch. This problem is solved using the Netmiko library, 
which, when selected on the NetBox platform, requires specifying the Netmiko device type in the 
module's integrated user interface, on which authentication processing on the device depends. 

When testing the execution of command templates in the GNS3 environment, the same initial 
parameters were set for the simulated switch MikroTikCRS328 SW1. After sending an HTTP POST 
method request, it was determined that the request was successfully executed in 1.3 seconds. The 
parameters of the port ether7 were manually checked in the switch management console before and 
after the request, the changes received corresponded to the values set in the command template. Other 
HTTP configurations were tested in a similar way. According to the presented results, it can be seen 
that when using the Paramiko SSH protocol library for the Mikrotik model device, the requests were 
successfully executed in an average of 0.67333 seconds. The test results with the Netmiko library also 
showed good results. Table 4 was compiled based on the results of the execution of command 
templates for both devices. 

Based on the results of the second testing scenario, it can be stated that the system functionality 
meets the specified requirements for the command execution process. It is worth noting that although 
the command template execution process is faster when using the Paramiko SSH protocol library, the 
Netmiko library has wider compatibility with various switch device models. 

 
Table 4. Execution time of command templates in SSH protocol libraries for different models 

Device model SSH protocol library Average commands template 
execution time (s) 

„Dell Powerconnect 5548“ Netmiko 25.45 

„Mikrotik CRS328“ Paramiko 0.67333 

„Mikrotik CRS328“ Netmiko 17.34 

 
The purpose of the third test scenario is to check how the module functionality detects syntax 

errors in command templates. Error detection scenarios were formed. Two test cases were assigned to 
each switch model. In the first and second test cases, “POST” and “PATCH” HTTP requests were sent 
using the Netmiko SSH protocol library. In the second test case when the error “port_labiel” was made 
in the variable name instead of “port_label”, a message about the missing part of the command was 
returned to the user. This happened because after changing the variable name, the module functionality 
could not find a documented match for the port parameter from the NetBox database, and in this case, 
no value was inserted instead of the variable and one parameter was missing in the command line. 
Based on the API responses received in the first and second cases, it can be stated that the JSON 
response was properly formed and errors were detected purposefully during the command execution 
process on the switch. Error detection testing showed that the system functionality detects expected 
errors and returns them to the user in JSON format. 

The tools selected during the testing process were properly adapted for testing the system's 
functionality. The initial data required for the testing process was successfully stored on the NetBox 
platform. Using the Postman functionality of the tool, the module's API request command execution 
process was assessed for compliance with the functional requirements of the project, and the 
functionality of the GNS3 platform provided the opportunity to simulate a virtual Mikrotik model switch 
and use it for testing. Based on the testing results, it can be stated that the selected SSH protocol library 
Netmiko was more compatible with switches of different models and required less command syntax 
adaptation. 
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 Conclusions 

1. Analysis of the NetBox platform user interface showed that during the execution of the system 
configuration, this platform can document descriptions, Internet protocols, MAC addresses and other switch 
port parameters in the PostgreSQL database, process them using integrated Python programs, linking Django 
objects with a relational connection, applying REST API methods; 

2. A system model was designed, with an integrated API component and database, an interaction 
model of system components was prepared, using the SSH protocol Paramiko or Netmiko libraries, the NetBox 
platform REST API integration points were supplemented with 7 methods used for configuring switch ports, 
protecting them with Token authentication; 

3. System prototype testing showed that the module functionality meets the intended requirements 
of the command execution process. According to the results of scenario testing, it was determined that the 
port parameter data was successfully read from the NetBox database and properly returned to the user within 
an average of 135 milliseconds. It was found that the configuration execution time for switches depends on 
the number of command lines in the command templates. It was determined that the selected SSH protocol 
library Netmiko, despite the longer command execution time, was better compatible with switches of different 
models and required less command syntax adaptation. 
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